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Learning to understand
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“gin” ?
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Learning to understand

From explanations
• “It’s something to drink”
• “… for adults, you know …”

Grounding
• this is a bottle of gin …
• this is someone who drank gin …

Reinforcement
• “Give me that bottle!”
• “This is alcohol! … nothing for you, man!

Dad -  What is 
“gin” ?



Learning from multilingual data

Translations as explanations
• each translation gives a different view
• translations are like naturally occurring reformulations

Grounding through multimodality
• add visual features
• add sound

Reinforce semantics
• supervised training objectives that require understanding
• machine translation and other tasks



Machine translation and meaning
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Use translations as
semantic supervision!
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Semantic representation learning

Method test BLEU score (ntst14)
Bahdanau et al. [2] 28.45
Baseline System [29] 33.30

Single forward LSTM, beam size 12 26.17
Single reversed LSTM, beam size 12 30.59

Ensemble of 5 reversed LSTMs, beam size 1 33.00
Ensemble of 2 reversed LSTMs, beam size 12 33.27
Ensemble of 5 reversed LSTMs, beam size 2 34.50
Ensemble of 5 reversed LSTMs, beam size 12 34.81

Table 1: The performance of the LSTM on WMT’14 English to French test set (ntst14). Note that
an ensemble of 5 LSTMs with a beam of size 2 is cheaper than of a single LSTM with a beam of
size 12.

Method test BLEU score (ntst14)
Baseline System [29] 33.30

Cho et al. [5] 34.54
Best WMT’14 result [9] 37.0

Rescoring the baseline 1000-best with a single forward LSTM 35.61
Rescoring the baseline 1000-best with a single reversed LSTM 35.85

Rescoring the baseline 1000-best with an ensemble of 5 reversed LSTMs 36.5
Oracle Rescoring of the Baseline 1000-best lists ∼45

Table 2: Methods that use neural networks together with an SMT system on the WMT’14 English
to French test set (ntst14).

task by a sizeable margin, despite its inability to handle out-of-vocabulary words. The LSTM is
within 0.5 BLEU points of the best WMT’14 result if it is used to rescore the 1000-best list of the
baseline system.

3.7 Performance on long sentences

We were surprised to discover that the LSTM did well on long sentences, which is shown quantita-
tively in figure 3. Table 3 presents several examples of long sentences and their translations.

3.8 Model Analysis
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I gave her a card in the garden

In the garden , I gave her a card
She was given a card by me in the garden

She gave me a card in the garden
In the garden , she gave me a card

I was given a card by her in the garden

Figure 2: The figure shows a 2-dimensional PCA projection of the LSTM hidden states that are obtained
after processing the phrases in the figures. The phrases are clustered by meaning, which in these examples is
primarily a function of word order, which would be difficult to capture with a bag-of-words model. Notice that
both clusters have similar internal structure.

One of the attractive features of our model is its ability to turn a sequence of words into a vector
of fixed dimensionality. Figure 2 visualizes some of the learned representations. The figure clearly
shows that the representations are sensitive to the order of words, while being fairly insensitive to the
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(From Sutskever et. alet. al: “Sequence to Sequence Learning with Neural Networks”)



Multilingual Machine Translation (MT)
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Multilingual Machine Translation (MT)
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Multilingual MT & Zero-Shot Translation

language pair
not seen in
training data
(zero shot)

model with
all languages BLEU scores = 

comparison with 
human reference 
translations 
(higher = better)



Multilingual MT & Paraphrasing

multilingual
translation
models

https://translate.ling.helsinki.fi/fix_language
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Multilingual MT & Paraphrasing

moldy / musty The Haus is 
musty.

Success is 
possible

https://translate.ling.helsinki.fi/fix_language
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What does the system attend to?
Vázquez et al. A Systematic Study of Inner-Attention-Based Sentence Representations in NMT

(a) k = 1

(b) k = 10

(c) k = 25

(d) k = 50

Figure 7: Heat map showing were each attention head (rows) focuses, using an example sentence.
Four different attention bridges from the {DE,FR,CS} $ EN models are used in the visualization,
where k is the number of heads in the bridge.

up more complex relationships, especially the main clause, where the most crucial syntactic and
semantic information can be found.

Our hypothesis of differentiated roles of the separate attention heads has been partly con-
firmed. Different attention heads do focus on different areas of the sentence. However, they do
not seem to specialize on information that is beneficial for a specific downstream probing task.
Rather we see significant correlation, such that some attention heads are particularly strong at
multiple probing tasks concurrently. We can also observe that the attention of individual heads
is in general very focused with a low kurtosis in its distribution until the sentence is covered.
Once this point is reached, inner-attention explores collocational relationships typically from the
beginning of the sentence incrementally extending its span.

In future work, we would like to investigate the behaviour of attention in our model with a
larger diversity of languages and tasks. An interesting question is whether we can see the same
trend with less related languages included in our data and whether we can force specialisation
using certain constraints or augmented loss functions during training. We also want to explore
the effect of adding other tasks that can be modeled with the same architecture including speech
recognition, sequence labeling or parsing.

Before concluding the paper, we briefly summarize related work in the following section.
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Translation-related projects

http://opus.nlpl.eu

Data collection & MT
in 2 languagesData collection for MT

> 200 languages

audiovisual data & MT
in 6 languages

semantics & MT > 1,000 languages

https://memad.eu

https://blogs.helsinki.fi/fiskmo-project/

http://blogs.helsinki.fi/language-technology/

http://blogs.helsinki.fi/language-technology/
http://blogs.helsinki.fi/language-technology/
https://memad.eu
https://memad.eu
https://blogs.helsinki.fi/fiskmo-project/
https://blogs.helsinki.fi/fiskmo-project/
https://github.com/Helsinki-NLP
https://github.com/Helsinki-NLP

